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Abstract: The ongoing work presented in this paper is related to the Hellespont project, an NEH-DFG founded project aimed at joining together the digital collections of Perseus and Arachne. We shall discuss the design of a Virtual Research Environment (VRE) that combines archaeological data from Arachne and textual data drawn from Perseus with bibliographic information contained in JSTOR. We take as test-bed for our approach the so-called Pentecontaetia of the ancient Greek historian Thucydides (Thuc. 1,89-1,118).
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Introduction

The Hellespont project (Hellespont 2012), which involves the German Archaeological Institute and Tufts University from October 2010 to September 2013, is a case study that bridges two of the largest publicly available online databases in the field of Classical Studies: Arachne (Arachne 2012) and Perseus (Perseus 2012). Once the project is completed, the archaeological and philological evidence on any topic within these databases will be combined in a single and extensible environment. Regardless of the individual starting point of any research, primary and secondary evidence from each of the collections will be available via this bridge. Finally, merging Arachne and Perseus opens up new modes of interoperability between textual and archaeological data which can also be applied to other data collections.

What kinds of information are interesting to the historical sciences? Within the fields of the study of ancient Greece and Rome, the traditional approach to studying an ancient topic is usually to start from archaeological or philological sources, and at the same time to extract as much information as possible about the previous research on that topic, i.e. the secondary sources. With more and more information now becoming available, there is an increasing demand for global research on a specific topic, comparative studies, data transfer, data migration and data mining in heterogeneous sources. Therefore, within the broader context of the Hellespont project, the extensive and systematic integration of secondary sources within a common interface is a further aspect. Finally, the idea of connecting several types of sources in a virtual environment aims to enable quicker and less regulated access to all relevant data than is possible using traditional methods and tools.
The first part of the project, which started in January 2011, focuses on Thucydides’ *Pentecontaetia* (Thuc. 1,89-1,118) as a case study and aims to show how the different components – namely the ancient text, archaeological evidence, historical background, and more specialised modern research literature – can be integrated into a single virtual environment. Our approach is partly manual and top-down, partly automatic and bottom-up. In this paper, we are presenting our first experiences of structuring and extracting different types of data. This includes the presentation of our preliminary results in modelling metadata using the CIDOC Conceptual Reference Model (CIDOC-CRM) (Doerr 2003), which enables us to integrate heterogeneous and independently developed data sources.

The thematic background of the project is the almost 50 years between the *Persian War* and the *Peloponnesian War* in Greece (479-431 BC), the main evidence being the text of the ancient historian Thucydides 1,89-1,118. The author starts his investigation from the question of how the polis Athens rose to hegemonic power over Greece during the 5th century BC. This hegemony caused political and military conflicts with its rival Sparta until the latter declared war on Athens in 431 BC. According to the author (Thuc. 1,23), the *Peloponnesian War* was the biggest and most destructive war ever known in ancient Greece until that moment.

In only 30 chapters, Thucydides analyses the course of the political conflict between Athens and Sparta during the *Pentecontaetia* and refers to manifold and complex connections between historical persons, organisations, ancient topographies (places, cities and buildings) and historical events and activities. Because of the challenging and instructive character of the text, it is worthwhile to find a new methodological approach to the question of how to bridge different types of related information. To understand the history of this period by structuring and connecting all digitally available literary and archaeological sources, as well as modern research literature, opens up a new scientific understanding of the topic regardless of traditional patterns of interpretation in the modern historical sciences.

The potential of integrating these two aspects into a single Virtual Research Environment should by now have become clear. Reading Thucydides’ account of the *Peloponnesian War*, the user can see on the one hand the events, places and individuals that have been identified in the text, and access relevant information in the Arachne archaeological database. On the other hand, the user is provided with automatically extracted references to journal articles in JSTOR that are relevant to the text passage being read.

**Related Work**

One aspect of the Hellespont Project, as discussed further below, is that the text of Thucydides will be structured by manual semantic annotation in order to identify and mark up the most important information in two steps. Firstly, named entities such as persons, political organisations, geographical places and built spaces are annotated and referenced with identifiers drawn from the Arachne database or from a reference source such as Smith’s Dictionaries (Perseus 2012, e. g. Smith 1890). Secondly, the most important historical events and activities are annotated in order to include the historical context as described in the primary source. The result of this phase – which is described in the next section – is the production of manually extracted semantic information relating to the literary and archaeological evidence. The manual annotation, often expressed as XML markup, is a well-known and established approach to augmenting text-based resources by manually adding semantic information. In computational archaeology, the first attempts were made as early as the introduction of the XML standard (Crescioli et al. 2002), benefiting from the flexibility of the new technical solution as opposed to relational
Tagging Thucydides’ Text

We do not yet have an automatic tool capable of capturing passages of Thucydides’ *Pentecontaetia* that are of importance to our historical and archaeological knowledge of Athens and Greece during the Classical period. Therefore we still rely on manual scholarly work on philological and archaeological sources for the identification of such 'links'. There have been previous attempts, such as (Paijmans and Wubben 2007), to automatically extract semantic information from texts, although the materials they worked on consisted exclusively of archaeological documentation. Nevertheless, the research on the automatic extraction of such information from primary sources will be worth considering at a later stage after the data model for the mapping has been developed.

Starting from the online text sources available in Perseus (Perseus xml file 2012), we use the standard of the Text Encoding Initiative (TEI 2012) to enrich the text with semantic information. We manually annotate within the text of Thucydides’ *Pentecontaetia* those entities that represent categories in the archaeological and philological evidence (e.g. built spaces, geography, individual persons, populations and other organisations) i.e. all named entities. In the following overview, we will describe the TEI annotations we performed in the first testing phase of the project which ran from January to April 2011. For the moment, we have been working only with inline annotations. This is still open to changes, but should be enough as a first demonstration of what kind of information we will integrate, and in what sense this structure will be connected with a CIDOC-CRM mapping of parts of the text. An example from our TEI is shown in figure 1, taken from the paragraph Thuc. 1,89,3 in which we are informed that in the very beginning of the *Pentecontaetia* the Athenians are preparing to rebuild their destroyed city and the city walls, in the context of their return to the city from the island of Salamis and elsewhere at the end of...
Meanwhile the Athenian people, after the departure of the barbarian from their country, at once proceeded to carry over their children and wives, and such property as they had left, from the places where they had deposited them, and prepared to rebuild their city and their walls. (Perseus English 2012)

Figure 1. Simplified TEI encoding of Thuc. 1.89,3: the Athenians prepared to rebuild their city and the city walls.
After establishing the more formal structure of the text, meta-information is integrated with the TEI. During the first weeks of the project we tested the integration of definitions from Smith’s Dictionaries as well as the related category in Zenon, the biggest online archaeological bibliography (Zenon DAI 2012), and the related entry in Arachne.

At this point, we gain a lot from a parallel project of the Arachne database. Arachne provides one of the biggest datasets of archaeological objects in a highly semantical structure with integrated meta-information. The whole database of Arachne is being mapped using the CIDOC-CRM in an on-going but almost completed project of the Cologne Digital Archaeology Laboratory (Arachne CIDOC-CRM browser 2012).

To bridge the gap between ancient text and object, the event-based CIDOC-CRM can be used to map events and logical entities like conceptual objects that we know of from Thucydides’ text (Fig. 3). The CIDOC-CRM also provides via its classes a mechanism to distinguish within a text the very fact from exhibiting a fact, which is known as the exhibition problem (Eide 2008). In order to integrate both annotations of the text, TEI and CIDOC-CRM, we transfer the identifiers from the TEI markup for each event and entity. In this way, each term can be easily identified within the primary text source. For a similar approach see (Ore and Eide 2009, p. 163). Furthermore, the CIDOC-CRM is able to usefully integrate even more types of information, as described in the following section of this paper.

Thus, with the manual linking of entities with Arachne entries, we are already connecting two kinds of sources, literary and archaeological. Through the mapping of the archaeological object database and the content of the literary source, using the same CIDOC-CRM we are aiming to create a common interface for searches and visualisation of these two connected areas of historical evidence. This element of the Hellespont project, as well as the integration of the secondary literature in the same interface, is still open to development.

**Extracting Related Journal Papers**

**Rationale**

Devising a fully automated workflow for the tagging of Thucydides’ text, as described in the previous section, is not yet an achievable goal. What can be automated, however, at least to some extent and with some degree of accuracy, is the extraction of journal papers related to a given ancient text, which is the focus of this section. One distinction commonly used in Classics is the one that exists between primary
and secondary sources, where the former are the ancient texts, and the latter are monographs, commentaries and journal articles that are written about those ancient texts.

The starting assumption here is that citations of primary sources contained within secondary sources are extremely important pieces of information for scholars, and thus deserve to be captured and exploited. Their importance lies mainly in the fact that such references allow us to determine the text passages being mentioned, and possibly discussed, in the secondary literature. Citations of primary sources can be combined with references to modern bibliographic materials to allow a network of citations between ancient and modern texts to emerge, an aspect which has not yet been considered in research on citation networks.

What we obtain after having extracted the semantics of references is a knowledge base containing simple statements such as “X cites Y”. Not only can we see when a journal article cites other articles or monographs, but we can also track the citations from journal articles to passages of ancient texts, e.g. “X cites book 8, chapter 25, paragraph 1 of Thucydides’ Historiae”. Such knowledge is then formalised by means of an ontology (Romanello and Pasin 2011) thus enabling some logical reasoning related, for instance, to the topology of citations (“Thuc. 8,25-8,28” includes “Thuc. 8,26” and “Thuc. 8,27”, etc.).

Once such a citation network is extracted we are able to ask our system questions such as “which journal papers mention Thucydides’ Pentecontaetia?” or “What are the books and articles cited by resources that mention the Pentecontaetia?”. In other words, extracting the journal articles related to a given passage of an ancient text allows us to add a bibliographic ‘dimension’ to our VRE. In a typical use case scenario, a user of our VRE reading a passage of the Pentecontaetia – which becomes the reading context – will be shown a list of journal articles that are related to that very text passage.

Extracting and parsing references

Although discussing in detail the extraction and parsing of bibliographic and canonical references is beyond the scope of this paper, let us pause for a moment to examine its basic working principles.

First of all, we shall distinguish between the two tasks of extraction and parsing. Extracting a reference means determining which sequence in a stream of ‘tokens’ constitutes a reference (either bibliographic or canonical), whereas parsing a reference implies extracting its semantics and reconstructing its internal structure. In the case of a modern bibliographic citation, the parsing leads to the identification of fields such as author, title, date of publication and so forth. In the case of parsing a canonical reference such as “Hom. II. 1,1-1,10; 9,100”, the parsing allows us to determine that two distinct citations are contained, the first pointing to line 1-10 of book 1 and the second to book 9, line 100.

Given that we are using the corpus of JSTOR via the DfR API (JSTOR 2012), the phase of extracting references is already performed on the data provider’s side. However, given that such an output is often ‘noisy’ for our purposes, that is, it includes sequences that are not references (or not complete references), we still need to refine the output obtained from the JSTOR’s API by filtering out bibliographic and canonical citations from the noise caused by sequences mistakenly classified as references.

For the extraction of canonical citations we are developing a dedicated software tool-kit (CRefEx 2012) which performs this task with an F-score of 0.87, as preliminary results have shown (Romanello et al. 2009). This tool-kit is written in the programming language Python.
and uses a machine learning approach which enables it to be trained to work on different corpora including JSTOR. For the parsing of modern bibliographic references, instead, we are using ParsCit (ParsCit 2012), another machine-learning-based open source software that has been used to build CiteSeerX, the bibliographic search engine for Computer Science literature (Councill and Kan 2008).

The Corpus

We decided to use as a corpus of secondary sources the journal articles available in JSTOR via the Data for Research API (DfR) (Burns et al. 2009). However there are advantages and disadvantages to this approach. DfR does not provide access to the full text of the papers, but to data extracted from them. At the time of writing, the data DfR provides researchers access to are: word frequency, bigrams, trigrams, quadgrams and references (DfR documentation 2012). Being able to access for instance the references contained in a paper without being able to put them back in their context makes the DfR something of a black box. On the one hand there is no control over the algorithms used to derive those pieces of information. But on the other hand we can easily access a corpus of 60,000 papers related to Classics, covering some 150 years, for our own purposes. Another drawback of using DfR is that this service is still in beta. There is no guarantee that data will not change, and this compelled us to devise a completely automatic and repeatable workflow in order to be able to reproduce the results whenever the input data change.

System architecture

From a technical standpoint, the architecture of our system is built upon the Python framework Django (Django 2012), which allows us to manipulate data as Python objects and to store them persistently in a database back-end. The choice of Django is due to several factors. Being written in Python, the framework integrated nicely with the other software components that we are using for data processing. Moreover, the framework provides a set of features that eases the design of a Graphical User Interface (GUI) on top of a Django application, to create rapidly and with minimal effort a GUI-based environment to enable the manual correction of automatically annotated data. The backend of our choice is a MySQL database hosted by the UK National Grid Services (NGS 2012), thus providing our system with an infrastructure that can cope with scalability issues.

The workflow we defined consists of the following steps:

1. JSTOR data are dumped from the DfR API and stored as Django objects.
2. The data are then further processed: for example, references are split into sets of single references, and each reference is split into ‘tokens’.
3. These data are then processed to extract and parse bibliographic references: the additional
information obtained at this stage is also stored as Django objects.

**Conclusions and Further Work**

In this paper we have presented the preliminary results of the Hellespont project, a NEH-DFG funded project ending in 2013. Although we are still at an early stage of development, we believe that the approach we are proposing will have a revolutionary impact from a methodological point of view on both classical philology and archaeology. Artefacts, ancient texts and bibliographic information can be integrated, partly manually and partly automatically, into a single Virtual Research Environment, thus allowing us virtually to overcome the boundaries and limited perspectives often imposed by the disciplinary divisions that characterise modern scholarship.
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