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1.1    Background 

The operation of field archaeology in England today 
is largely directed by two documents, neither of which 
has legal force, but which together form a strong 
framework. They are Planning Policy Guidance Note 
16: Archaeology and Planning (Department of the 
Environment 1990), commonly known as PPG 16, 
and Management of Archaeological Projects (Andrews 
1991), commonly known as MAP2. 

PPG 16 gives policy guidance on the preservation 
of archaeological remains in the context of rural or 
urban development. The general philosophy is that 
much of the conflict of recent years about the preser- 
vation of archaeological remains could be avoided if 
steps were taken, before the granting of planning per- 
mission, to ascertain the nature and extent of any 
surviving remains on the site to be developed. It 
states that 'Where nationally important archaeolog- 
ical remains... are affected... there should be a pre- 
sumption in favour of their physical preservation' (De- 
partment of the Environment 1990, para. 8), but that 
'The case for the preservation of archaeological re- 
mains must however be assessed on the individual 
merits of each case,..., including the intrinsic impor- 
tance of the remains' (Department of the Environment 
1990, para. 27). Further, 'Where it is not feasible to 
preserve remains, an acceptable alternative may be to 
arrange prior excavation, during which the archaeo- 
logical evidence is recorded.' (Department of the En- 
vironment 1990, para. 24). 

Such decisions clearly require the prior knowledge 
of the survival (or not) of archaeological remains on a 
development site. This knowledge may be provided by 
assessment, defined as 'desk-based evaluation of exist- 
ing information: it can make effective use of records of 
previous discoveries, ... (Department of the Environ- 
ment 1990, para. 24), or by field evaluation, defined as 
'a rapid and inexpensive operation, involving ground 
survey and small-scale trial trenching', which is 'quite 
distinct from full archaeological excavation'. The ra- 
tionale is that 'Evaluations of this kind help to define 
the character and extent of the archaeological remains 
that exist in the area of a proposed development, and 
thus indicate the weight which ought to be attached 

to their preservation. They also provide information 
useful for identifying potential options for minimising 
or avoiding damage. On this basis, an informed and 
reasonable planning decision can be taken' (Depart- 
ment of the Environment 1990, para. 21). 

A framework for the practical implementation of 
this poHcy is provided by MAP2, which breaks down 
an archaeological field project into five phases (project 
planning, fieldwork, assessment of potential for anal- 
ysis, analysis and report preparation, dissemination). 
It defines the management principles and procedures 
for each phases, but does not itself offer practical guid- 
ance for their implementation. It would not be rea- 
sonable to expect it to set out more than general prin- 
ciples, given the wide diversity of archaeological field- 
work. 

1.2    Discussion 

These two documents, while setting out a quasi-legal 
framework (and it is important to remember that nei- 
ther carries the force of law), left something of a vac- 
uum in the practicalities of implementing the policies 
they put forward. For example, it was not clear how 
such sites should be selected for evaluation, nor what 
would constitute a satisfactory level of investigation 
for a site evaluation. Since one of the aims of PPG 
16 is to prevent the sorts of problems that have in the 
past arisen from the discovery of significant archaeo- 
logical remains while development is in progress, the 
criteria for satisfactory evaluation must be that the 
existence, extent and nature of archaeological remains 
are established with a degree of certainty that will 
enable rational decisions to be made about the de- 
sign of the proposed development, but at a reasonable 
cost. Clearly, total excavation would provide the re- 
quired information, but at prohibitive cost (possibly 
exceeding that of the proposed development in some 
cases). The problem is essentially one of sample de- 
sign — choosing the 'best' combination of techniques 
(geophysical survey, boreholes, excavation, etc.) with 
their respective samples, where 'best' means providing 
the required information at minimum cost. 



The initial, naïve, expectation of archaeologists 
was that there would be a simple rule, probably ex- 
pressed in percentage terms, for the definition of a 
satisfactory sample of a site for purposes of evalua- 
tion. A considerable educational effort was made to 
wean them off this particular dummy; this seems to 
have been achieved. Archaeologists now seem aware 
of the difficulties, but as yet no coherent theory or 
methodology has emerged. 

1.3    Aim 

The aim of this paper is to look at one small part of 
this question, the existence (or not) of archaeological 
remains on a site. The broader questions of assessing 
their extent, historical significance, likely survival un- 
der various schemes of mitigation, etc., will be left to 
others {e.g., Biddle 1994; Carver 1993). Ours is not 
such a trivial question as it might at first sight seem 
to be. While in rural areas valuable evidence may 
be provided by survey techniques — aerial and geo- 
physical survey, field-walking, etc.— these may not be 
available or useful in urban areas, for instance because 
of the presence of existing buildings and services, and 
restrictions on over-flying. For this reason, evalua- 
tion in urban areas can be expected to be more spec- 
ulative than in rural areas, with a higher proportion 
of 'negative' outcomes {i.e., evaluated sites on which 
no significant archaeological remains are found). This 
does appear to be the case: for example, in London in 
1992, 134 out of 188 evaluations were negative, and in 
1993, 160 out of 226 (71% in each year; McCracken & 
Phillpotts 1995, pp. 64-5). 

It might be thought that this represents a waste 
of effort, and that zoning should be applied, with 
evaluations carried out only in areas of high archae- 
ological potential. This would lead to a situation in 
which fieldwork merely confirmed what archaeologists 
thought they already knew, and since our knowledge is 
based on previous fieldwork (itself reflecting the den- 
sity of archaeological activity in an area, see Hodder 
& Orton 1976, pp. 20-24), there would be a cycle of 
self-reinforcing bias. In practice, important discov- 
eries have resulted from speculative evaluation in ar- 
eas not known for their archaeological potential, e.g., 
in London at Clapham (Densem & Seeley 1982) and 
Tulse Hill (Greenwood & Maloney 1995, p. 343). 

This argument provides the rationale for this pa- 
per. A methodology is needed for the evaluation of 
sites which will probably contain no archaeological re- 
mains, but which may contain unexpected remains 
of unknown nature and importance. The approach 
must be cost-effective (to avoid suspicion of archae- 
ologists keeping themselves in work by investigating 
'dead' sites), but must carry an element of quality 
assurance, i.e., a negative evaluation must really be 
negative, otherwise (i) valuable new information may 
be lost, or (ii) embarrassing discoveries may be made 
in the course of subsequent development. 

1.4    Method 

1.4.1    Classical statistics 

The problem can be stated thus: given a particular 
site, we want to design a sampling scheme, consisting 
of trial trenches and/or boreholes, that will enable us 
to say with a chosen level of confidence, that there are 
no significant archaeological remains on the site, if our 
sample reveals no such remains. The definition of 'sig- 
nificant' is crucial for sample design. Clearlj', we do 
not mean the presence of isolated artefacts, or even a 
small individual feature {e.g., an isolated post-hole), 
but the existence of either a substantial assemblages 
of artefacts {e.g., a flint scatter), or a functional fea- 
ture or group of features {e.g., a group of post-holes 
comprising a hut). It seems reasonable therefore to 
initially define 'significant' in terms of size, and, to a 
lesser degree, shape {e.g., 'artefacts or features occu- 
pying an area more than 2m in maximum diameter'), 
while acknowledging that much more work needs to 
be done on this topic. 

The impetus for this paper came from an outstand- 
ing example of statistical serendipity. I attended a 
talk given to the General Applications Section of the 
Royal Statistical Society by Mike Nicholson of the 
Directorate of Fisheries Research of the Ministry of 
Agriculture, Fisheries and Food, Lowestoft. His work 
was concerned with the 'problem of making inferences 
about the distribution of a species [of shellfish] when 
it is not observed in a survey area. Absence of the 
species implies no more than that the sampling points 
did not coincide with the occurrence of the species, 
not necessarily that the species is absent from the 
area' (Nicholson & Barry 1995, p. 74; see also Barry 
& Nicholson 1993). This seems to me to be math- 
ematically analogous to the archaeological situation: 
for 'area' read 'site', for 'sampling point' read 'trial 
trench' or 'borehole' (his 'points' are not hteral points, 
but may be small quadrats or circles), for 'species' 
read 'archaeological remains' {e.g., flints). He distin- 
guishes two reasons for such surveys: 

1. when the species is beneficial, and we want to be 
reasonably sure that we have not missed a signif- 
icant {e.g., commercially exploitable) patch of it, 
as in the example of cockles on Holbeach Sands, 
The Wash (Barry k Nicholson 1993, pp. 359- 
61). 

2. when the species is undesirable, and we want to 
be reasonably sure that it has not invaded an 
area, as in the case of Manila clams in Poole 
Harbour (Nicholson & Barry 1995, pp. 76-7). 

Paradoxically, some archaeological situations may be 
of the latter type, since the aim may be to be reason- 
ably sure of being right if we say that there are no 
significant remains on the site. 



In their first paper, Barry & Nicholson (1993) 
consider the probability of detecting a single circu- 
lar patch, of radius r, in an area where there is one 
sampling point per area <P. That is, if there are N 
sampling points in an area of size A, cP is defined by 
the equation 

d^ = A/N. 

They discover that the key statistic is what they call 
the 'standardized patch radius' R, defined by i? = r/d, 
i.e., the ratio of the patch radius to a notional distance 
between sampling points. They compare the average 
probabilities of patch detection for four sampling de- 
signs — square and triangular lattices, random design 
and transect design. They plot the values of this prob- 
ability for values of R from 0 to 1.0, showing that the 
lattice designs are superior to the others (with the tri- 
angular slightly superior to the square, and the ran- 
dom slightly superior to the transect; Barry & Nichol- 
son 1993, Fig. 4). This conclusion appears to con- 
flict with archaeological expectations, which are per- 
haps unduly infiuenced by the experience of Flannery 
(1976), that lattice designs are inferior to random de- 
signs because their sampling points may fall between 
regularly-spaced archaeological features. The differ- 
ence in perception arises because Barry and Nichol- 
son's work concerns the probability of detecting a sin- 
gle patch in the area. 

Archaeologically, one could use this work to calcu- 
late a size of sample needed to detect (with specified 
probability) a single 'patch' of archaeological remains 
on a site. The higher this probability is, the higher 
the certainty that no patch is present if one is not 
detected. 

In their second paper, Nicholson & Barry (1995) 
show how the incorporation of prior information {e.g., 
about the likely density of a species in the area) can, 
by means of Bayesian statistical analysis, improve the 
efficiency of a sample design. They start in classical 
fashion with the case of 'an effectively infinite area in 
which 0(0 < 0 < 1) IS the probability that the species 
is present at a randomly spaced sampling point' and 
that a sample of N randomly spaced sampling points 
fails to detect any examples of the species. The esti- 
mate of 6 is then zero, but they show that the upper 
100p% confidence limit for 6 can be constructed by 
finding the largest value dp such that 

A^ 
log(l -p) 
iog(i - ep) 

i-p < 
probabihty that the species 

is not detected when 

I.e., 

l-p<(l-öp)^ 

which by taking logarithms becomes 

log(l - p) N> 
log(l-öp 

They quote McArdle (1990), who derived from this 
inequality the equation: 

as a formula (I) for the minimum sample size needed 
to meet specified values of p and of dp. 

Some values of A'^, calculated for chosen values of 
Ô and of 6p, are shown in Table 1.1. Note that this 
table shows the sample size {N) needed for us to be 
p% certain that the proportion of a site occupied by 
archaeological deposits is less than a specified amount 
(op), in the case when no deposits are actually found 
in the sample. For example, if we want there to be a 
95% probability that the proportion is less than 2%, 
we need a sample size of about 114. 

So far, this is all straightforward Classical statis- 
tics. It reflects work done in the USA in the 1980s 
{e.g., Nance 1981; Read 1986; Shott 1987) and 1990s 
(Sundstrom 1993), and in England in the 1990s 
(Champion et al. 1995). Nicholson and Barry's for- 
mula (I) is essentially the same as that quoted by Read 
(1986, p. 484) and Shott (1987, p. 365) on regional and 
intrasite scales respectively. Shott considered the de- 
tection of a rare class of feature on a multi-feature 
site, rather than the detection of a 'patch' of archae- 
ological deposits on a 'sparse' site, but the statistical 
argument is, so far, the same. 

1.4.2    A Bayesian approach 

The advance that Nicholson and Barry make is to 
suppose that we may have prior information about 
likely values of the parameter 9, which can be incor- 
porated into the analysis by the use of Bayesian meth- 
ods. They model the prior distribution of Ö as a Beta 
distribution with parameters a and b. The Beta is a 
standard statistical distribution with the useful prop- 
erties that (a) if no archaeological deposits are found, 
then the posterior distribution of 6 is also a Beta dis- 
tribution (Cox & Hinkley 1974), and (b) as Nicholson 
& Barry (1995, p. 75) point out, appropriate values 
of a and b lead to an intuitive understanding of the 
role of the prior distribution and its parameters, and 
a simple solution for the posterior distribution. 

They show that if a is set to the value 1, different 
prior beliefs about 6 can be represented by choosing 
different values of b. For example, choosing b = 1 cor- 
responds to a prior belief that all values of 9 between 
0 and 1 are equally likely. They next show that with 
6 > 1, values of 9 > 0.5 become progressively less 
likely, while with 6 < 1, values of 9 above 0.5 are more 
likely (see Fig. 1.1). Prior belief that archaeological 
remains are unlikely to be found therefore corresponds 
to high values of b. 

They go on to show that the value of b acts as 
the 'sample size of a hypothetical survey from which 
the species was absent' and give the example that 'a 
prior belief expressed as being 95% (lOOp) sure that 
9 is less than 0.1 {9prior) gives b = 28.4, equivalent 
to a hypothetical prior survey of 29 sampling points 



p ^ 
0.01 0.02 0.05 0.10 0.20 0.50 

0.90 229 114 45 22 10 3.3 
0.95 298 148 58 28 13 4.3 
0.99 458 228 90 44 21 6.6 

Table 1.1: Minimum size of sample A' needed to achieve 
specified values of p and of 9p. 

probability (theta>0.5) 

Figure 1.1: Prior probability that 9 > 0.5, as a function 
of 6 (after NichoLson k Barry 1995, Fig. 1). 

in which the species was not observed.' (Nicholson &: 
Barry 1995, p. 76). 

This may seem to the archaeologist like mathe- 
matical trickery, in that several sampling points have 
been created out of thin air (or our own prior beliefs). 
As a counter to such suspicions, Nicholson and Barry 
point out that the Classical formula (I) is identical to 
the corresponding Bayesian formula for N only when 
6 = 0, which corresponds to a belief that 6=1. Since 
archaeologists would not carry out an evaluation if 
9=1 (which means that archaeological remains ex- 
ist across the entire site), it is reasonable to accept a 
prior belief in a lower value of 9, and thus in a value 
of b which reduces the required sample size. 

Whatever prior belief we choose to employ, we can 
calculate a sample size that corresponds to chosen 
levels of p (our confidence level) and of 6p (the up- 
per acceptable limit for the proportion of the site on 
which archaeological remains survive). The parameter 
9p must be chosen to make the area of any surviving 
archaeological patches (i.e., Adp) 'insignificant'. 

1.5    A worked example 

Suppose a development site of 1 ha. (100m x IGQm = 
10,000m^) is to be evaluated for possible archaeolog- 
ical remains. None have been found on the site, but 
other work in the locality suggests that there may 
be some. How does the archaeologists design his/her 
project? For purposes of illustration, we suppose that 
site conditions make the use of geophysical prospec- 
tion either impossible or inconclusive. 

1.5.1    Setting the parameters 

The archaeologist must first decide on (i) the appro- 
priate definition of 'significant archaeological remains' 
and (ii) the acceptable posterior probability that there 
are no such remains on the site, if none are found in 
the evaluation. Such parameters may well be the sub- 
ject of future guidelines, but for the time being (s)he 
is on his/her own. 

The choice for (i) depends on the type of remain 
that might be found. Well-defined types would sug- 
gest precisely-defined 'patches', for example if gruhen- 
häuser were anticipated, rectangular patches of 3m x 
2m might be specified, while if Iron Age roundhouses 
were anticipated, circular patches of 10m diameter 
might be suspected. If there were no strong hints 
towards a particular type of remain, the preference 
might be to specify an area or proportion of the site. 
This might be particularly relevant to urban sites, 
where the question might be not so much whether re- 
mains of a particular type once existed on the site, but 
how much (if any) has survived more recent develop- 
ment. For purposes of illustration, this approach is 
adopted, and 'significant archaeological remains' are 
defined as remains with a total extent of lOOm-^. or 
more on the site. Since 100/10,000 = 0.01 = 1%, this 
is equivalent to setting the critical value of 6 to 0.01. 

The choice for (ii) depends on the likely cost of be- 
ing 'wrong': i.e., what will be the cost if the archaeol- 
ogist says that there are no significant archaeological 
remains, but they are encountered in the development 



(the situation that PPG 16 is supposed to prevent oc- 
curring). The greater the cost, the higher the posterior 
probabihty should be. This raises all sorts of ques- 
tions — is the cost that of the delay to the developer 
caused by the investigation of unexpected remains, or 
of redesigning the development around them (both of 
which are likely to be high) or the cost to archaeol- 
ogy of the loss of unrecorded remains (which is so far 
un quantifiable)? This is a very wide and difficult sub- 
ject; for the time being the archaeologist avoids it and 
makes an arbitrary decision, say 90%. To sum up, 
the archaeologist has decided that (s)he wants to be 
90% certain that, if (s)he says there are no significant 
archaeological remains on the site, the total extent of 
any remains is less than lOOm^. 

1.5.2    Devising the strategy 

The archaeologist must now design a sampling proce- 
dure that will meet these aims at the lowest possible 
cost. The cost includes not only person-hours worked, 
but also the total length of the time spent on site (and 
hence the potential delay to the developer). The as- 
pects that must be decided are: 

1. the size and shape of the interventions {e.g., Im^ 
test pits; 2m-wide trenches) 

2. their number and location 

3. the means of excavating them (by hand, mechan- 
ical excavator, etc.). 

These questions are inter-related, and the aim is to 
find the 'best' combined answer to all three. For pur- 
poses of illustration, we start from the mathemati- 
cally simplest situation, in which the interventions are 
so small that they may be regarded as mathematical 
points on the site {e.g., boreholes, or perhaps 30cm- 
square 'shovel tests', e.g., Krakker et al. 1983). Ap- 
plication of the Classical formula (I), with p = 0.90 
and 6p = 0.01, gives n = 229 as the number of in- 
terventions that would be needed. But, as we have 
seen in 1.4.2, this corresponds in Bayesian terms to 
the unlikely situation of a prior belief that 0 = 1. If 
we adopt a position of vagueness, e.g., that all values 
of 9 are equally likely, then 6=1 and the difference to 
n is trivial. But if we are prepared to make stronger 
statements about d we can reduce the value of n ap- 
preciably. 

The prospect of undertaking a large number of 
very small interventions does not appeal (Champion 
et al. 1995, p. 39), so we consider larger ones, say 
(for example) 2m-square test pits. Mathematically, 
increasing the size of the intervention is equivalent to 
increasing the area of the 'target patch'. For example, 
a 10 X 10m patch would be hit by points that actually 
fall within it, but it would be hit by 2m squares whose 
centres lie up to Im from its edge, i.e., within a total 
area of 12 x 12m = 144m^. Thus, in this simple case, 
the effective value of 6, 6^ is increased from 0.1 to 

0.144 by the use of 2m-square test pits, and the corre- 
sponding value of n is reduced to 158, which appears 
to be much more expensive than 229 shovel-tests. But 
two points inflate the comparison: 

1. the assumption that the archaeological remains 
form a single square patch, and 

2. that the iemains are more likely to be seen in a 
large intervention than in a small one. 

We look at each in turn. 

1. the effective area of the target patch is increased 
by a proportion that depends crucially on its 
shape and nature (one patch? several? square? 
linear?). For example, a linear patch, say 50 
X 2m, has an effective area of 52 x 4m, i.e., 
208m^, so that 6^ is increased to 0.0208, and 
n is reduced to 110. Considering several small 
patches, for example ten of 4 x 2.5m each, gives 
a larger increase in the effective area, in this 
case to 10 X 6 x 4.5 = 260m^, corresponding 
to 6e = 0.026 and leading to n = 87. The pro- 
cess could be carried to ridiculous extremes, for 
example 100 patches of 1 x Im gives an effective 
area of 100 x 3 x Sm^,^^ = 0.09, and n = 24. 
Clearly archaeological opinion about the likely 
size and shape of 'significant archaeological re- 
mains' is very important at this stage. It should 
be noted that the area excavated in even as 
few as 24 such test pits (24 x 2 x 2 = 96m2) 
is more than the total area of 229 shovel tests 
(220 X 0.3 X 0.3 = 20.6m2), suggesting that the 
most efficient strategy is a very large number 
of very small interventions. This would be the 
case, but for the next point. 

2. a second important point is that, if signifi- 
cant archaeological remains are present, they are 
more likely to be detected in a large intervention 
than in a small one. This is called the 'visibility' 
of the remains, or the 'site detection probabil- 
ity' and has been discussed by Champion et al. 
(1995). Its effect is to make small interventions 
relatively less efficient, since they have a higher 
probability of not detecting remains even when 
they are present in them. 

It may be that at this stage the cost of the outcome 
of these considerations is seen as too high, perhaps 
in relation to the development value of the site. If 
so, it can be reduced only by reducing the value of p 
{i.e., of increasing the risk of not detecting significant 
archaeological remains), or of increasing the value of 
dp {i.e., of increasing the size of the remains that the 
archaeologist is prepared to 'write off'). 

Thus the choices listed at the start of this sec- 
tion depend on a complex interplay between the size 
and shape of the sorts of patches of significant archae- 
ological remains that might be expected, with their 



visibility on interventions of various shapes and sizes 
and dug by various means, and what is perceived as a 
reasonable cost of evaluation. 

1.5.3    Designing the sample 

After the archaeological and mathematical complex- 
ities of 1.5.1 and 1.5.2, this is a relative formality. 
The choice lies between a purely random and a more 
systematic layout of the chosen number of trenches 
and/or test-pits; there seems to be agreement between 
archaeologists and biologists that the systematic is 
probably better, and that within the systematic de- 
signs a triangular (also called hexagonal) lattice is 
probably the best (Champion et al. 1995, p. 39; Barry 
& Nicholson 1993). 

1.6    Conclusion 

The design of archaeological field evaluations has al- 
ready passed beyond the stage at which it was be- 
lieved that there was a minimum sample size {e.g., 2%) 
that was needed for a successful evaluation (Cham- 
pion et al. 1995, p. 36). It is now accepted that de- 
sign must be based on a complex interplay of factors 
— type and extent of expected remains, definition of 
'archaeological significance', size, shape and method 
of archaeological interventions, and the probability of 
recognising different types of remains in different types 
of intervention. 

A valuable next step would be to require designs 
of evaluations to carry formal statements of quality 
assurance, the most fundamental of which would be a 
lower limit on the probability of a site containing no 
significant archaeological remains, given that none are 
found in the evaluation. This would raise archaeolog- 
ical (almost political) questions about the definition 
of significant archaeological remains, and about an 
acceptable probability level of faling to detect them. 
These problems have always existed, hidden beneath 
the cloak of professional judgement; it is better hat 
they be made explicit and discussed openly. 

At this point, the use of a Bayesian approach has 
much to offer. First, archaeologists seem to find ar- 
guments or requirements based on subjective proba- 
bilities easier to grasp intuitively than ones based on 
Classical hypothesis testing. Second, by incorporat- 
ing prior knowledge, a Bayesian approach can reduce 
the sample size needed to meet a specification, and 
thus reduce fieldwork costs. There are technical ques- 
tions to be answered, such as the suitability of the 
Beta distribution (other than its sheer convenience), 
and the choice of its parameters, but these are not the 
province of the archaeologist. However, archaeologists 
will need to gain experience in articulating their prior 
beliefs. 

A two-fold approach is needed to advance the sub- 
ject: (i) advocacy of the practice of designing evalua- 
tions so that such probability statements can be made, 

(ii) provision of the infrastructure (software and train- 
ing) that will enable archaeologists to achieve (i). This 
paper is a first step towards (i); funding for (ii) is cur- 
rently being sought. 
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